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latter on the within-case level, it is evident that there is a strong sense of complementarity 

between the formulation of causal explanations and their development and testing through MMR.  

Somewhat surprisingly, the actual potential of MMR to promote the formulation of causal 

explanations has received very little attention so far. There is agreement that causal explanations 

should be formulated and tested empirically, but it is unclear what this general advice means in 

practice. We argue that the salient dimension to be discussed in light of the plea for causal 

explanations and MMR concerns the notion of causality and the distinction between determinism 

and probabilism
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research. This is what we aim to provide in the first section of our paper. We elaborate in a step-

wise fashion what determinism, probabilism, and randomness imply for the cross-case and 

within-case level. This discussion is necessary in order to move on beyond the general consensus 

that causal explanations are desirable (Mahoney, 2008). Equally important, it provides the ground 
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2. Determinism, Probabilism, Randomness, and Causal Explanations 

The integration of cross-case and within-case theorizing in causal explanations is to be 
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Bollen, Entwisle and Alderson, 1993; Gerring, 2005; King et al., 1994, chap. 3; Lieberson, 1991; 

Pearl, 2000; Salmon, 1998, chap. 2). Regardless of the individual understanding of causality, 

however, any discussion of these topics require a thorough understanding of determinism and 

probabilism in causal explanations. In order to address these issues and to provide criteria for 

assessing the nature of causal explanations, we define deterministic and probabilistic causal 

explanations on the cross-case and within-case level in the remainder of this section. In each 

section, we start with the cross-case level and consider the within-case level next. 

3.1. Determinism  

On a general level, a causal relationship is deterministic if there is an invariant link between 

cause and effect in a specific context (Adcock, 2002; Salmon, 1998, chap. 2; Hoefer 2008; 

Suppes 1999). The qualification “in a specific context” refers to the need of providing some 

scope conditions delineating the field in which the relationship is expected to hold, for it is 
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explanation.4 For instance, a deterministic reading of the democratic peace thesis would state that 

a dyad of two democratic states (X) always displays peaceful relations (Y).5  

The invariant-effect component only captures the cross-case regularity of the relationship 

between cause and effect. Therefore, it is insufficient to fully account for a determinist causal 

explanation which must be complemented with an elaboration of what determinism means on the 

within-case level. A causal relationship qualifies as deterministic on the within-case level if a 

causal process links cause and effect in each case of the specified population on the within-case 

level. We term this the full-connectedness element of a deterministic causal explanation. With 

respect to our democratic peace example, a deterministic within-case claim implies that the 

democratic quality of a country accounts for peace in every dyad by a causal process, for instance 

through the working of norms of peaceful conflict resolution. 

Concerning the within-case level, there is a debate on how causal inferences are generated 

in process tracing. Some scholars argue that it does not suffice to specify and empirically observe 

any causal process linking X and Y that can be reasonably subsumed under the theory in 

question. Instead, it is recommended to formulate a specific sequence of events and intermediate 

steps in advance of the empirical analysis, which must then be exactly observed in the within-

case analysis. This technique is dubbed pattern-matching, for the theorized pattern of intervening 

                                                 

4 The notion ‘causal effect’ does not imply any assumption medery
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Our understanding of determinism deviates from other definitions that exclusively focus 

on the cross-case level. Clark et al. (2006, 313) equate determinism with X ensuring the presence 

of Y. Besides that they focus on a specific type of cross-case relationship (that is, causal 

sufficiency), this definition ignores the within-case level that is crucial for us. Similarly, the 

understanding of determinism as “everything that happens has a cause or causes and could not 

have happened differently unless something in the cause or causes had also been different” (Carr 

1961, cited from Adcock 2002: 2)6  refers to the cross-case condition, since altered scores on the 

preconditions will lead to different causes on the outcome. While the within-case condition is not 

explicitly referred to, however, it is reasonable to infer from Adcock’s definition a within-case 

dimension of deterministic causality, in that he implicitly includes a procedural element. Yet it is 

important to stress that a deterministic hypothesis necessarily implies a within-case component. 

3.2. Probabilism  

A relationship between cause and effect is probabilistic if there is an invariant, yet systematic link 

between X and Y. On the cross-case level, probabilism means that it is not possible to predict the 

score of Y for each case on the basis of X. However, it is still feasible to predict the frequency 

with which Y occurs in a specified set of cases, given the score on X (Salmon, 1998, chap. 6). 
                                                 

6 Adcock (2002) discusses two further varieties of determinism. One captures the reductionist idea that a 
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We dub this the systematic-effect element of a probabilistic causal explanation. Returning to the 

democratic peace example, this would mean that we would expect that, say, ninety percent of all 

democratic dyads enjoy peaceful relations. 

While this cross-case aspect of probabilism is well understood, it has not been 
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matter why there is an imperfect regularity on the cross-case and within-case level.7 It is simply 

the presence of a probabilistic causal effect or probabilistic process that suffices to qualify an 

explanation as probabilistic. Conceptually, therefore, the systematic-effect and systematic-

connectedness component are individually necessary and jointly sufficient for qualifying a causal 

explanation as probabilistic. 
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highly unlikely to ever observe a causal effect that is perfectly random or to discern no 

theoretically meaningful causal process at all in a single case (an issue to be discussed in detail 

below). At the margin, it is easy to dismiss a causal explanation when one has, for example, a 

causal process in only one case out of 100 because one process does not represent a within-case 

regularity. But how to interpret the finding of 60 or 70 processes in that same sample? This 

hypothetical example exemplifies the necessity of specifying a benchmark separating probabilism 
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an appropriate benchmark on theoretical grounds in advance of the empirical analysis. Passing 

this benchmark on the level of effects and processes is individually and jointly sufficient for an 

explanation to qualify as probabilistic. If either condition is not met – either because the effect or 

the number of processes are likely to be the product of chance – the empirical relationship in 

question is non-systematic and therefore does not qualify as a causal relationship. 

 

Table 1: Characteristics of different types of causal explanations 

Characteristic Hypothesized causal 
relationship Cross-case Within-case 

Deterministic Invariant effect and Process in each case 

Probabilistic Systematic effect and Process in a certain share 
of cases 

Random Random effect or No process in a certain 
share of cases 

 

 

3. Causal Explanations and Multi-method Research Designs  

In this section, we discuss MMR in light of our theoretical reflections on determinism, 

probabilism and significance. We are aware that any method, cross-case and within-case alike, 

rests on specific assumptions and is confronted with a range of problems (see for example 

Freedman, 1991; Kittel, 2006; Rohlfing, 2008; Wolf, 2010). These issues of course have to be 

taken into account when performing MMR. In the following, however, we limit our discussion of 

methods to their general suitability for the assessment of deterministic and probabilistic causal 

explanations and only touch on their shortcomings if they are of immediate relevance for our 

topic. As we explained in the introduction, the most popular MMR combine regression analysis 
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(Lieberman, 2003; Lynch, 2002; Wolf, 2010), and, to a lesser degree, QCA with process tracing. 

Because of this, our treatment of cross-case methods will be limited to these two large-n 

techniques.  

3.1. Determinism and Probabilism in Regression and QCA 

Regression analysis and QCA are employed in MMR for the same reasons as in standard, single-

method research. The goal is to discern regularities over a large number of cases in order to infer 

causal relationships on the cross-case level. Both cross-case methods are capable of determining 

deterministic and probabilistic causality. Concerning determinism in regression analysis, one 

would expect to find a function which perfectly maps X into Y across all observations. In 





 16

Concerning QCA, recent innovations have led to the development of parameters that 

capture probabilistic set-relations, in particular the concept of consistency (Ragin, 2006). 

Consistency captures the degree to which the cases at hand are consistent with a specific set-

relationship. For example, if X is present in ten cases, but Y is only given in eight out of these 

ten, the consistency of a sufficient relation relationship is .8.11 However, QCA currently lacks 

tools with which the different problems stemming from complexity-induced and ontological 

probabilism can be handled. Regarding complexity-induced probabilism, Seawright (2005) shows 

that the omission of a variable has similar implications for QCA as it has for regression results, 

since the QCA solution depends heavily on the variables included into the analysis a priori. 

However, different to regression, there is no equivalent to the visual inspection of the distribution 

of residuals or specification tests. It has been proposed to interpret a solution’s consistency score 

as a proxy measure for the probability of having omitted a condition. The lower the consistency, 

the more likely it is that a condition is missing whose inclusion would improve the consistency 

score. However, this is a questionable strategy because it ultimately boils down to post-hoc fitting 

the solution to cross-case data. The regression approach toward omitted variables does not suffer 

from this problem because it draws on the distribution of the residuals and not on the R2 (or 

whatever measure is used to assess a m (or 
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This implies that the place of a case in the truth table may be different from its location in the 

“true distribution” in the real world. Whether cases populate different rows in a truth table 

depends on the extent of the measurement error. Ceteris paribus, the probability of 

misclassification increases with increasing measurement error because cases become more likely 

to take another score on a condition and thus change rows in the truth table. Since the solution 

one derives from QCA hinges on the distribution of cases in the truth table, it is apparent that 

both random and systematic measurement error undermine the validity of the solutions derived 

from this technique.12 Due to the lack of specification tests, the scores must be changed manually 

on a case-by-case basis and it must be evaluated to what extent the QCA solution is sensitive to 

measurement error. In comparison with regression analysis, QCA thus seems at present less well 

equipped to deal with the consequences of complexity-induced and ontological probabilism. In 

total, the implication is that the presence of probabilism may undermine the value of cross-case 

techniques to separate probabilism from randomness on the cross-case level. As we mentioned 

before, there is a whole list of problems that produce the same adverse effects, like the failure to 

control for serial correlation in regression analysis. However, the special problem of probabilism 

is that the very reason for which cross-case methods are applied, to discern a probabilistic causal 

effect, may render this goal infeasible. 

                                                 

12 We acknowledge that there are techniques with which one can assess whether the observed distribution of 

cases in a 2x2 table is likely to be the result of measurement error or systematic effects (Braumoeller and Goertz, 

2000; Ragin, 2000). Yet these tests do not apply to truth tables and therefore do not help with respect to the problem 

that we point out. 
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This optimism concerning the inferential potential of the case study part of MMR stands 

in stark contrast to the long history of outspoken criticism of case studies as single-method 

designs (e.g. Beck, 2006; Goldstone, 1997; Lieberson, 1991). It is true that the systematic 

combination of cross-case analyses and process tracing might ameliorate some of the critical 

issues of single-method case studies. For one, the cross-case analysis provides for a systematic 

foundation to select the cases to be chosen in detail (Bäck and Dumont, 2007; Lieberman, 2005; 

Shively, 2006). This is an important contribution since all sampling rules and selection 

techniques must rest on some analysis of the larger population and the cross-case analysis 

provides an adequate formal technique to map the population (Gerring, 2007a, chap. 5; Tarrow, 

1995). Second, case studies in MMR designs are somewhat less prone to suffer from the classic 

“degrees-of-freedom” problem (Campbell, 1975; Lieberson, 1991). Since the identification of 

causal regularities on the macro-level is provided by the cross-case method, the case study’s 

inherent inability to discriminate between competing macro-level hypotheses is irrelevant.  

Being relieved from making cross-case inferences, the question is to what degree process 

tracing is appropriate for assessing deterministic and probabilistic propositions on the within-case 

level and to account for the deficiencies of large-n techniques. Again starting with determinism, it 

is regularly stated that case studies can be used for testing deterministic propositions. Goertz 

(2003), for instance, argues that small-n methods are adequate for testing necessary condition 

hypotheses as these can be refuted by a single deviant case. However, the same is not true for 

corroborating deterministic hypotheses because one would need to trace the processes in all cases 

of a given population, which directly follows from the nature of deterministic causal 

explanations. The full-connectedness condition of a deterministic causal explanation requires that 

X is linked to Y by a causal process in each case. While not impossible in principle, considering 

the high demands process tracing puts on the quality of data and depth of analysis, a satisfactory 
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possibility of committing measurement error on that level of analysis is, in turn, largely neglected 

in the small-n literature. Equivalent to cross-case mismeasurement of the causes, measurement 

error on the within-case level might just as well derive from subsuming a certain process 



 22

to explain social phenomena by these actors’ intentions (Machamer, Darden, and Craver 2000). 

Njølstad (1990), for instance, shows that such problems are ubiquitous even in a well-researched 

area like US nuclear policy, which is replete with disagreements on how to interpret the 

supposedly well-documented interests and beliefs of even the most important actors and how 

these may have contributed to even the most critical and obvious events and developments. 
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uncovered evidence that the uncovered process is more apparent than real. At the same time, 

there is a risk of erroneously accepting the null hypothesis when indeed there was some causal 

process which remained undetected because of inaccessible evidence. Either way, the presence or 

absence of convincing within-case evidence does not necessarily mean that the identified causal 

process (or its absence) is true. In sum, the fact that measurement error and omitted causes on the 

within-case level cannot be ruled out suggests that process tracing must be able to account for 

probabilism even if the causal relationship is assumed to be deterministic. This is obviously the 

case if the causal relation is theorized to be probabilistic in the first place.  

The problems that we discussed so far pertain to internal validity, that is, to infer that the 

theorized process is in place or not on the basis of available evidence. Even more limiting, 

however, are the inherent problems of external validity in case studies. The need to generalize is 

inherent to MMR process tracing aiming to contribute to the development of probabilistic causal 

explanations because an integral component of the latter is that a process is given in a certain 

share of cases in the population. The ability of case studies to achieve this with a sufficient 

degree of certainty is disputable. Confidence in the generalizability of within-case inferences can 

hardly be robust, given that only a small fraction of cases can be studied in within-case analysis. 
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process is in place or not in these cases, and generalizing to the population follows the logic of 

hypergeometric distribution (the logic is analogous to drawing balls from an urn without placing 

them back before drawing the next one). Given the threshold, the probability of observing a 

process in two of three cases is about .40, which means that one cannot reject the hypothesis that 

the sample is drawn from a sample in which 80 percent of the cases have the process given. The 

importance of the threshold becomes apparent when considering that the probability for 

observing a process in one of three cases is about .10. Although it would not be satisfactory to 

perform such a within-case analysis where the process is absent more often than not, we still 

cannot reject the threshold at the conventional level of significance. Even more important is, 

however, that the probability of discerning a process in two out of three cases is .10 if there is 

such a process in only 20 percent of the cases in the population. These 20 percent are far off the 

benchmark of 80 percent, but it is not possible to reject either of the two thresholds by observing 

a process in two out of three cases. The opportunity to generalize from the sample to the 

population of course depends on all parameters, populations size, sample size, observed processes 

in the sample, and the benchmark. Yet this example, in which the parameters took rather 

favorable values, shows that process tracing is generally unable to reliably assess the systematic-

connectedness component of a probabilistic causal explanation. This problem stems, of course, 

from the well-known “small-n problem” of case study research (Goldthorpe, 1997; Lieberson, 

1991). It should be noted, however, that the traditional small-n problem refers to the cross-case 

level, that is, what one can infer from patterns of scores on the variables/conditions about the 

whole population. Our discussion of case studies, in contrast, particularly aims at the within-case 

level and process tracing, which is at the heart of qualitative case studies.  

Some authors argue that MMR research is particularly suited to overcome this problem, 

because the large-n study provides a foundation from which to gauge the representativeness of a 
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case in regard to the population. For regression analysis it has been proposed to analyze the 

residuals of cases in order to find typical cases (i.e. cases with small residual and which lie on or 

close to the regression line) and deviant cases (those whose residuals are larger and which lie 

farther off the regression line) (Eckstein, 1975; Lieberman, 2005; Lijphart, 1971; Seawright and 

Gerring, 2008). A similar technique has been recently suggested for fuzzy set QCA (Rohlfing and 

Schneider, 2009). While these selection criteria are sensible and reduce the problem of selection 

bias in case study research to some degree (Collier and Mahoney, 1996), they do not ameliorate 

the specific problems related to probabilistic causality. Typical cases are by definition 

representative of the larger population, but they are only representative on the cross-case level to 

the extent that a case is well-captured by a regression model or QCA solution. If one accepts that 

a cross-case pattern is not causation, the cross-case representativeness of the sampled cases does 

not provide any certainty concerning the representativeness of these cases on the within-case 

level. This, rather, has to be evaluated empirically, which, as we have discussed above, is does 

not provide much inferential leverage for the whole population given the unfavorable 

sample/population ratio. 

A second case selection strategy that may be used to counter our critique chooses cases on 

he basis of theoretical expectations and prior empirical knowledge in order to enhance inferential 

power. The most prominent case selection techniques which build on such prior expectations are 
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observable only on the within-case level, however, is unknown because the sample size for 

within-case analysis is too small to make inferences on the population with certainty. It is 

therefore impossible to tell precisely how much a failed most-likely test should decrease our 

confidence regarding the tested within-case part of a causal explanation. The same logic, 

naturally, applies to most-likely tests that fail because of omitted variables.18 If a researcher 

concludes on the basis of causal process observations that a variable should be added to the 

explanation, she implicitly assumes that this variable is also connected to Y in a significant share 

of the population. Again, this assumption is untestable so that there is no certainty about the 

weight one should attach to the failed most-likely test. Because of this, theory-driven case 

selection and most-likely/least-likely tests cannot compensate for the inherent inability of case 

studies to capture the within-case dimension of probabilistic causality. 

 

4. Conclusion 

There is a wide ranging agreement in the social sciences that the primary objective of scientific 

research should be the establishment of causal explanations; that is, stating the causes which 

produce the phenomenon of interest. This includes identifying the relevant causes and their effect 

on the outcome. In addition, explanation also entails the explication of the processes which link 

the purported cause to the effect. Since the observation of a cross-case pattern is not sufficient for 

determining causality, it is widely held that, “[s]patiotemporal continuity […] makes the critical 

                                                 

18 Mismeasurement is only of secondary importance because the problems of how to interpret failed most-

likely cases or past least-likely cases equally apply to the deteriorating influence of non-systematic and systematic 
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difference [...]. When we have provided spatiotemporally continuous connections between 

correlated events, we have fulfilled a major part of the demand for an explanation of the 

correlation” (Salmon, 1998, 113). Therefore, empirically sound causal explanations involve two 

distinct steps. For one, the relevant causes on the macro-level needs to be identified and their 

covariation with the outcome of interest needs to be established. This cross-case analysis must be 

complemented with within-case investigations in the next step to uncover these “spatiotemporally 

continuous connections between correlated events”. Given these requirements, the combination 

of large-n cross-case techniques and small-n within-case analysis into a single MMR design 

seems particularly suited for providing robust empirical underpinnings of causal explanations. 

While we agree that combining large-n methods and case studies is, in principle, a fruitful 

approach for developing causal explanations, we are skeptical about the actual degree to which 

MMR can deliver what it seems to promise in regard of producing and assessing causal 

explanations. Regarding the large-n part, regression analysis and QCA are suited for analyzing 

cross-case relationships. Similarly, we concur that case studies are appropriate for tracing the 

causal processes linking cause and effect in discrete cases. We are much less convinced, 

however, concerning their capacity to offer as much explanatory leverage as most of the existing 

MMR literature seems to put in them.  

For one, we cannot be sure that the observation of a process in one or a few cases really is 

a systematic feature of the causal relationships in question. Similarly, from the absence of a 

theoretically expected process in the small-n sample we cannot infer with a sufficient degree of 

confidence the conclusion that there is no causal relationship in the population. As much as 

correlation is not causation, no process does not mean no causation, either. As we have shown, 

these problems cannot be mitigated by consciously choosing the cases for within-case analysis 

based on the results of the large-n method or through theoretical expectations. Furthermore, these 
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Should, then, MMR be discarded? Clearly not. Even if the potential for inferences is 

limited, case studies do contribute to our knowledge about at least some of the cases. Knowing 

little is better than knowing nothing, after all, and as Paul Humphreys aptly elucidates, even 

partial causal explanations about which we cannot be sure that they hold for all cases are 

informative; they are neither false by necessity, nor do they hinder the accumulation of 

knowledge (Humphreys 1989). However, in order to realistically evaluate the chances of 

accumulation of knowledge through the combination of large-n methods and case-studies, we 

propose two tentative implications of our analysis.  

First, concerning the problem of probabilism, the epistemological value of process 

observations on the within-case level must be reassessed. If they are not an adequate basis for 

making strong inferences, they can provide little more than informative clues about the veracity 

of the original causal proposition in regard to a larger number of cases. In this view, it might be 

more appropriate to think of within-case observations of nothing more as individual “pieces of 

information” (Collier, Brady and Seawright, 2004), that need to be supplemented with more 

evidence from other cases (Beck, 2006). 

Second, it seems necessary to reconsider case selection rules in multi-method research. At 

present, the standard prescription for case selection is to choose cases according to their residuals 

(Gerring, 2007b; Lieberman, 2005; Seawright and Gerring, 2008). If there is little inferential 

value in observing a process (or not), there is little sense in selecting cases without knowing that 
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of a theory. We believe that this is a valuable feature of process tracing which has its place in 

multi-method research despite the problems deriving from probabilism. 
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